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ω Revisiting current computer design and optimization methodology 

ω Leveraging experience and computer resources of multiple users 

ω Systematizing auto-tuning, predictive modelling and data mining to 
improve computer systems 

ω Starting international initiative to build collaborative R&D 
infrastructure and public repository of knowledge  
(EU HiPEAC, USA OCCAM, various universities and companies) 

 
Tools, benchmarks, datasets, models and repository  

are gradually released to public since 2006! 

Message 
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Teaser: back to 1993 é 

Semiconductor neural element - 
possible base of neural computers 

and specialized accelerators 

Modeling and understanding  
brain functions 

My problem 
with modeling: 
Å Slow 
Å Unreliable 
Å Costly 
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Solution 

Motivation: back to basics  

Decision 
(depends on user 

requirements) 

Result 

Available choices 
(solutions) 

User requirements:  

most common:  

minimize all costs 
(time, power consumption,  

price, size, faults, etc) 

guarantee real-time constraints 
(bandwidth, QOS, etc) 

Service/application 
providers 

(supercomputing, 
cloud computing, 
mobile systems) 

Should provide  choices  
and help with decisions 

Hardware and 
software designers 

Researhers 

Task 
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Solutions 

Task 

Result 

Problems in computer engineering  
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Solutions 

Task 

Result 

GCC 4.1.x 

GCC 4.2.x 

GCC 4.3.x 

GCC 4.4.x 

GCC 4.5.x 

GCC 4.6.x 

GCC 4.7.x 

ICC 10.1 

ICC 11.0 

ICC 11.1 

ICC 12.0 

ICC 12.1 
LLVM 2.6 

LLVM 2.7 

LLVM 2.8 

LLVM 2.9 

LLVM 3.0 

Phoenix 

MVS XLC 

Open64 

Jikes 
Testarossa 

OpenMP MPI 

HMPP 

OpenCL 

CUDA 
gprof 

prof 

perf 

oprofile 

PAPI 

TAU 

Scalasca 

VTune 

Amplifier scheduling 

algorithm-
level TBB 

MKL 

ATLAS program-
level 

function-
level 

Codelet 

loop-level 

hardware 
counters 

IPA 

polyhedral 
transformations 

LTO 
threads process 

pass 
reordering 

run-time 
adaptation 

per phase 
reconfiguration 

cache size 

frequency 

bandwidth 

HDD size 

TLB 

ISA 

memory size 

cores 

processors 

threads 

power 
consumption execution time 

reliability 

1) Rising complexity of computer systems:  
   too many design and optimization choices 

2) Performance is not anymore the only 
requirement: 

multiple user objectives vs choices 
benefit vs optimization time 

3)  Complex relationship and interactions 
between ALL software and hardware 
components (co-design). 

4) Too many tools with non-unified interfaces 
changing from version to version:  

technological chaos 

Problems in computer engineering  

http://micro.magnet.fsu.edu/chipshots/pentium/pent1medium.html
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Challenges for end-users and companies: 

Å finding the right solution for end-user is 
extremely challenging 

Å everyone is lost in choices 

Å dramatic increase in development time 

Å low ROI 

Å underperforming systems 

Å waste of energy 

Å ad-hoc, repetitive and error-prone 
manual tuning 

Å slowing innovation in science and 
technology 

Problems in computer engineering  

http://micro.magnet.fsu.edu/chipshots/pentium/pent1medium.html
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Challenges for end-users and companies: 

Å finding the right solution for end-user is 
extremely challenging 

Å everyone is lost in choices 

Å dramatic increase in development time 

Å low ROI 

Å underperforming systems 

Å waste of energy 

Å ad-hoc, repetitive and error-prone 
manual tuning 

Å slowing innovation in science and 
technology 

 

Understanding and modeling of the overall 
relationship between end-user algorithms, 
applications, compiler optimizations, 
hardware designs, data sets and run-time 
behavior became simply infeasible! 

Problems in computer engineering  

http://micro.magnet.fsu.edu/chipshots/pentium/pent1medium.html
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Treat 
computer 

system as a 
black box 

 

Attempts to solve these problems: auto - tuning  

Task 

Result 

Application 

Compilers and auxiliary tools 

Binary and libraries 

Architecture 

Run-time environment 

State of the system 

Data set 

Algorithm 

Use auto-tuning:  

Explore multiple 
choices empirically: 
learn behavior of 
computer systems 
across executions 

Covered all 
components in the 
last 2 decades and 

showed high 
ǇƻǘŜƴǘƛŀƭ ōǳǘ Χ 
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Å Optimization spaces are large and non-linear with many local minima 

Å Exploration is slow and ad-hoc (random, genetic, some heuristics) 

Å Only a few benchmarks are considered 

Å Often the same (one) dataset is used 

Å Only part of the system is taken into account 
(rarely reflect behavior of the whole system) 

Å No knowledge sharing 

Auto-tuning shows high potential for nearly 2 decades but still far from 
the mainstream in production environments.  

Why? 

Attempts to solve these problems: auto - tuning  
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Treat 
computer 

system as a 
black box 

 

Task 

Result 

Application 

Compilers and auxiliary tools 

Binary and libraries 

Architecture 

Run-time environment 

State of the system 

Data set 

Algorithm 
Use machine 

learning to speed 
up exploration 

Apply predictive 
modeling to suggest 
profitable solutions 
based on properties 

of a task and a 
system 

Covered all 
components in the 

last decade and 
showed high 
ǇƻǘŜƴǘƛŀƭ ōǳǘ Χ 

0 

2 

4 

6 

Attempts to solve these problems: machine learning  
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Å Selection of machine learning models and right properties is non-trivial:  
ad-hoc in most of the cases 

Å Limited training sets 

Å Only part of the system is taken into account 
(rarely reflect behavior of the whole system) 

Å No knowledge sharing 

Machine learning (classification, predictive modeling) shows high 
potential during past decade but still far from the mainstream.  

Why? 

Attempts to solve these problems: machine learning  
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Treat 
computer 

system as a 
black box 

 

Task 

Result 

Application 

Compilers and auxiliary tools 

Binary and libraries 

Architecture 

Run-time environment 

State of the system 

Data set 

Algorithm 

Co-design: 

Explore choices and 
behavior of the 
whole system. 

Attempts to solve these problems: co - design 

Showed high 
potential in the last 
ȅŜŀǊǎ ōǳǘ Χ 
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Å Even more choices to explore and analyze 

Å Often impossible to expose tuning choices or obtain characteristics at all levels 

Å Limited training sets 

Å Still no knowledge sharing 

Co-design is currently a buzz word and a hot research topic  

but still far from the mainstream.  

Why? 

Attempts to solve these problems: co - design 
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Solutions 
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LLVM 2.7 
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OpenCL 
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prof 
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oprofile 

PAPI 

TAU 

Scalasca 

VTune 

Amplifier scheduling 

algorithm-
level TBB 

MKL 

ATLAS program-
level 

function-
level 

Codelet 

loop-level 

hardware 
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transformations 
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Å Too much time wasted on very limited ad-
hoc individual experimental setups 

Å Very small part of a system is usually 
considered - can be very misleading 

Å Sharing and reproducibility of results is 
rarely considered or even practically 
impossible 

Å Too many papers on the same topics with 
non-reproducible results (just for 
academic promotion) 

Å Slowing innovation in science and 
technology 

Å No trust from industry 

Problems in academic research  

http://micro.magnet.fsu.edu/chipshots/pentium/pent1medium.html
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Å Too much time wasted on very limited ad-
hoc individual experimental setups 

Å Very small part of a system is usually 
considered - can be very misleading 

Å Sharing and reproducibility of results is 
rarely considered or even practically 
impossible 

Å too many papers on the same topics with 
non-reproducible results (just for 
academic promotion) 

Å slowing innovation in science and 
technology 

Å no trust from industry 

Problems in academic research  

Research, development and 
educational methodology  
in computer engineering 

must be revisited! 

http://micro.magnet.fsu.edu/chipshots/pentium/pent1medium.html
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Can we crowdsource auto - tuning? My main focus since 2004  

Can we leverage their experience and computational resources? 

Can we build public repository of knowledge? 

Millions of users run realistic applications on different architectures with 
different datasets, run-time systems, compilers, optimizations! 

Got stuck with a limited number of benchmarks, datasets, 
architectures and a large number of optimizations and generated data; 

could not validate data mining and machine learning techniques   

Needed dramatically new approach! 
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Simply too time consuming and costly to build, support and extend 
particularly with ever changing tools, interfaces, benchmarks, data sets, 

properties, models, etc. 

Usually no public funding for such activities up to now. 

 

Only big companies or projects can afford to build and support their own 
big repositories but they are either not public (Google, Intel, IBM, ARM) 

or used as a simple storage of information (SciDAC, SPEC). 

Furthermore, public data and tools may cause competition. 

Attempts to solve these problems: optimization repositories  
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Crowdsourcing design and optimization of computer systems  

EU MILEPOST project (2006-2009): 

We have proposed and started developing collective methodology and 
infrastructure to crowdsource auto-tuning (cTuning ) : 

Å repository, auto-tuning and machine learning is an integral part of co-
design 

Å repository is dynamically evolving and contains all encountered 
benchmarks, data sets, tools, codelets, optimized binaries and libraries, 
choices, properties, characteristics, predictive models, decision trees 

Å repository and infrastructure are distributed among many users and can 
automatically exchange information about 

�ƒ unexplored choices 

�ƒ optimization areas  with high variability 

�ƒ optimal predictive models 

�ƒ abnormal behavior to focus further exploration and validate or 
improve classification and models 


