Crowdsourcingauto-tuning
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wRevisiting current computer design and optimization methodolog
wlLeveraging experience and computer resources of multiple users

wSystematizing auttuning, predictive modelling and data mining ta
Improve computer systems

wStarting international initiative to build collaborative R&D
Infrastructure and public repository of knowledge
(EU HIPEAC, USA OCCAM, various universities and companies)

Tools, benchmarks, datasets, models and repository
are gradually released to public since 2006!
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Motivation: back to basics

Researhers

Service/application
providers

(supercomputing,
/ Solution ! cloud computing,
. . mobile systems)

User requirements: Decision

(depends on user
requirements)

most common:

: Should provide choices

minimize all costs L L . ..
(time, power consumption Avgilable choices and help with decisions

price, size, faults, etc) (solytions)

guarantee reatime constraints ’ i Hardware and
k (bandwidth, QOS, etc) P software designers
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Problems in computer engineering

[ Task }

\v

/ Solutions \
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Problems in computer engineering
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[ Result }

1)

2)

3)

4)

Rising complexity of computer systems:
too many design and optimization choices

Performance is not anymore the only
requirement:
multiple user objectivesschoices
benefit vsoptimization time

Complex relationship and interactions
between ALL software and hardware
components (calesign).

Too many tools with nomnified interfaces
changing from version to version:
technological chaos
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http://micro.magnet.fsu.edu/chipshots/pentium/pent1medium.html

Problems in computer engineering

Challenges for enrdsers and companies:

A finding the right solution for endiser is
extremely challenging
A everyone is lost in choices
A dramatic increase in development time
A low ROI
A underperforming systems
LLVM2.8 GCC43x | A waste of energy
GSXC 4. 10Xn hardware 4 1€ A ad-hoc, repetitive and erreprone
MKL WCCA&)GCC 4.6. 5 xCOTes manual tuning
M‘i { PAR o L
L igive @@Wéﬁ&h | ~C°dAe'et|f Jikes A slowing innovation in science and
scheduling ~'€F1aTSSa JAmpITer technology
Coproflle Ioop—IeveI OF§Q64
th@@d lomog &
readeequency m_ rmllﬂ;%—]t thread.
Ph&gﬁﬁpmr%onth da-B'tﬁlﬂﬂ 'A-l‘-,SA\
achesizer level “jevedliability TBéA\

[ Result }
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Problems in computer engineering

Challenges for enrdsers and companies:

A finding the right solution for endiser is
extremely challenging
A everyone is lost in choices
A dramatic increase in development time
A low ROI
A underperforming systems
LLVYM28 GCC43x A waste of energy
GSXC 4. 10Xn hardware i A adhoc, repetitive and erroprone
MKL WCCALL)GCC 4.6. PCIE manual tuning
Mﬁ Y& / PARI . L :
L igive @@Wg&h | ~C°dAe'6t“f Jikes A slowing innovation in science and
scheduling efﬁﬁ%% Sl technology
oprofile loop-level Open6A
LFOC “{¥m 2.7 " VTune

threadsequenc I—
Ph&gﬂﬁ?%ﬁgraé]y?jorlth ;fﬁ%@%mread ' Understanding and modeling of the overall
achesiess Vel levetliabilty Tgg relationship between endser algorithms,
applications, compiler optimizations,
hardware designs, data sets and rtime
behavior became simply infeasible!

[ Result }
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Attempts to solve these problems: auto - tuning

[ Task } ( Use autetuning:
Algorithm
\v . Explore multiple
/ \ ) v choices empirically:
Treat Application learn behavior of
computer ) computer systems
across executions
SyStem as a [ Compilers and auxiliary tools ]
black box

\
[ Binary and libraries ]

[ Data set Ny
[ State of the system ]-\ uuuu ﬂ
\
[ Runtime environment ] Covered all
\_ U components in the
last 2 decades and
[ Architecture ] showed high
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Attempts to solve these problems: auto - tuning

Auto-tuning shows high potential for nearly 2 decades but still far from
the mainstream in production environments.

Why?

AOptimization spaces are large and Harear with many local minima
AExploration is slow and aabc (random, genetic, some heuristics)
AOnly a few benchmarks are considered

AOften the same (one) dataset is used

AOnly part of the system is taken into account
(rarely reflect behavior of the whole system)

ANo knowledge sharing
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Attempts to solve these problems: machine learning

[ Task } ( Use machine
\ Algorithm learningto speed
up exploration
4 Treat ) \ Application Apply predictive
computer mod_eling to suggest
system as a [ Compilers and auxiliary tools ] E;Zfel?tglr? ;?g:telcr)t?ess
black box \ of a task and a
[ Binary and libraries ] system
[ Data set 4 ;
<,
[ State of the system ]-\ R /
\
[ Runtime environment ] Covered all
K / components in the
/ [ Architecture ] Ia:;gvigidﬁgahnd
[ Result ] LI2 0 SY QAL f
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Attempts to solve these problems: machine learning

Machine learning (classification, predictive modeling) shows high
potential during past decade but still far from the mainstream.

Why?

ASelection of machine learning models and right properties istrigial:
ad-hoc in most of the cases

ALimited training sets

AOnly part of the system is taken into account
(rarely reflect behavior of the whole system)

ANo knowledge sharing
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Attempts to solve these problems: co

- design

4 N

Treat
computer
system as a

black box

Algorithm

Application

[

Compilers and auxiliary tools ]

\

[

Binary and libraries ]

[

Data set

[

State of the system ]-\
\

[

Runtime environment ]

[ Architecture ]
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Codesign:

Explore choices and
behavior of the
whole system.

Showed high
potential in the last
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Attempts to solve these problems: co - design

Codesign is currently a buzz word and a hot research topic
but still far from the mainstream.
Why?

AEven more choices to explore and analyze
AOften impossible to expose tuning choices or obtain characteristics at all lev
ALimited training sets

Astill no knowledge sharing
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Problems in academic research

)
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[ Result ]

Too much time wasted on very limited-ad
hoc individual experimental setups

Very small part of a system is usually
considered can be very misleading

Sharing and reproducibility of results is
rarely considered or even practically
impossible

Too many papers on the same topics with
non-reproducible results (just for
academic promotion)

Slowing innovation in science and
technology

No trust from industry

L2aarof s
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Problems in academic research

A Too much time wasted op¥ery limited -ad
hoc individual experafental setups

U OB, S\ A Very small parot a system IS usually
v ' ‘eading
! Research development and results is
Ly | educational methodology actically
GCC 4.1.x : : :
eXgAKion IN computer engineering e topics with
S8 must be revisited! tfor
SChedUU)ngrOf”e’ 'r-HD'D Size” T T
L$6C 4ET_>3,<M o7 poblevel o A slowing innovatjon in science and
threadeequency 2 ipainga , othread technology
dERREEHT thm.,, AS
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Can we crowdsource auto - tuning? My main focus since 2004

Got stuck with a limited number of benchmarks, datasets,
architectures and a large number of optimizations and generated data;

could not validate data mining and machine learning techniques
Needed dramatically new approach!

Millions of users run realistic applications on different architectures with
different datasets, rudime systems, compilers, optimizations!

Can we leverage their experience and computational resources?
Can we build public repository of knowledge?
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Attempts to solve these problems: optimization repositories

Simply too time consuming and costly to build, support and extend
particularly with ever changing tools, interfaces, benchmarks, data sets
properties, models, etc.

Usually no public funding for such activities up to now.

Only big companies or projects can afford to build and support their ow
big repositories but they are either not public (Google, Intel, IBM, ARM
or used as a simple storage of information (SciDAC, SPEC).

Furthermore, public data and tools may cause competition.
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Crowdsourcing design and optimization of computer systems

EU MILEPOST project (262609):

We have proposed and started developing collective methodology anc
Infrastructure tocrowdsourceauto-tuning (cTuning ) :

A repository, autetuning and machine learning is ariegral part of ce
design

A repository is dynamically evolviramd contains all encountered
benchmarks, data sets, tools, codelets, optimized binaries and librari
choices, properties, characteristics, predictive models, decision trees

A repository and infrastructure are distributed among many users and ¢
automatically exchange informaticabout

f unexplored choices

f optimization areas with high variability
f optimal predictive models
f

abnormal behavior to focus further exploration and validate or
Improve classification and models
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