cTuning.org

novel extensible methodology, framework

and public repository to collaboratively
address Exascale challenges™
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Path towards Exascale computing (202218) cTuning long term interdisciplinary vision

Take the best of existing sciences that deal with complex systems:
computer science, physics, mathematics, chemistry, biology, etc

cTuning framework includes methodology, tools, and repository to
systematize, quantify, unify and automadechitecture and code design, optimization
and runtime adaptation based oempirical, analytical and statistic@chniques
combined withlearning, classification, predictive modeling and expert advice web services:

AExtensible and collaborative infrastructure and repository to record information flow within
computer systems

AContinuous data collection and sharing from multiple users

ACollection of unified benchmarks, codelets, mibenchmarks and datasets

Major challenges: Consequences: AContinuous exploration of multiple design and optimization dimensions

AToo many design and optimization choices AFinding the right solution is extremely challenging Ap|ugin3 for online datmining and machine |eaming techniques to extrapolate existing
AMultiple user objectives vs. choices; benefit vs. costs and time consumingeveryone is lost in choices : . : :
AComplex relationship and interactions between ALL software and ASlow time to market, low ROI knOWI_edge o bu_”d faster, more power efficient ano r_e“?ble_ devices _ _

hardware components. AUnderperforming systems wasting expensive endrgy APublic webservices to suggest optimal program optimizations or architecture designs
AToo many tools with nownified interfaces changing from version to AAttracting new students is difficult: ANew pub|ication model to reproduce experimenta results by the Community

version: technological chaos bad image of adhoc solutions and hacking _ o _ _ _
AToo many papers with nereproducible resultstechnologicathaos ASlowing innovation in science and technology Major publications available atttp:// cTuning.org/lab/education

Collective Mind Infrastructureand repository for online autetuning and learning Empirical analysis and auttuning usinginteractive compilers

Novel concept to convert rigid tools into powerful f Compiler with ICI \ N
Interactive toolsets usingght-weight eventbased

pluginframework. /~IC Plugins

<Dynamically linked
shared libraries>

Selecting pass sequences or
transformation params

Detect
optimization flags

We developed Interactive Compllatlon Interface (IC
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GC_C_, and to _enebteensparentfer end-users { 6cc Controllr Extracting program
empirical multtobjective autetuningon the fly '"’“s RN Event [—]*‘ features, etc
. . . . Interactive
(explorationof large optimization spaces) and . Compilation
extraction of progranfeaturesto enable predictive | / cCC
. Continuous Collective
mOdelllng . Compilation Framework
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In 2010, ICIpjuginframework) wasadded to the emperical
colm auto-tuning

mainline GCC. We are developing a new version of
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any existing compiler or tool.

size, etc)
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,_ We implemented another noveloncept to statistically

et e characterize programs and architectutbsoughreactions
i b e to optimizations orevensemanticallynon equivalent code

B N | - modificationssimilar to physics.

' | (removing or adding individual instructions , code segments,
threads, etc: for example to detect memory and cache

bottlenecks orcontentions)

cM s the first framework to our knowledge that easily integrates various existing tools and techniques
through plugins tarowdsourcemulti-objective autetuning and learning.

Continuous online learning of a behavior of computer systems Building selftuning computer systems
at all levels using statistical analysis and predictive modeling (combining static and dynamic approaches with online learning)
[ Task } Collecting data from multiple . . — We developed a novel approach to
N s expose set Universal Learning ™. users in a unified wagllows to wams and fibraries statically enable dynamic
characteristics requirements Module : . . .
; continuously applyand compare : optimizations (UNIDAPT
H al’dWired \ expose expose system ] i . . 4 . . Lo
computer | properties \ / [~ state variousmachine learning clixtract Mf::f;;irg :SJ"{Eﬂ:ﬁi:?ar";‘z;:;;in‘;i?ra' (" Machinelearning ) Tramework) by combining a small
. , . : taset ’ . .
SyStem information flow ObJeCt teChanuegO Correlate program | ertEL]JSrZs heterogeneous environments) using timers techniquebs to find Set Of preoptlmlzed versions Of a
coninousy i, oo wrapper and and architecture behaviour, static % or performance counters differont gloaland | COde with online learning plugins
Dataset Ic{:)lraésdslgﬁlaglgqnozzﬁ (experience) repository: and dynamIC featureS, deS|gnS and \A »/ — tlocfl rgn;timf y ({0 qU|Ck|y SeleCt the Mmost
on the fly observe optimizations. Automatically built decision tree (/ C?:gde;fzgtjr::easg appropri ate versions at ruiime
i i optimized for low run-time overhead , : .
| hisory e | e e s adapting to a given
explore choices [N We use continuously updated orin | e i (heterogeneous) architecture or
models predictive modelgaccessible not Vorson | Version, | Versiom p . varying program phase due to
(chices through online wekservices) to functen ) - ) J Continvousempirical | multiple datasets, contentions, etc.
| _ e qu|Ck|y Suggest better Repreeentetrveset ofversronsforthefo.-'.-'ow:rig-optrm.fzatron cases to mm.fmrze. N~ co ? uning wi
Expose ObjeCl information flow e t . t f . execution time, power consumption and code-size across all available datasets: multiple datasets.
€ ’ Op IMizations 10r a g'Ven user e optimizations for different datasets Informationis CO”eC“Ve M|nd framework uses
1 expose characteristics ] ¢ optimizations/compilation for different architectures (heterogeneous or d bv cTuni . . .
/ | P " s > program1 COdeIet1 dataset and recoFr)'.figurable procesgors with different ISA such as GPGPU,CELgL, etc or the \DFOCESSE v unlng/ maChIne|eal’nlng teChanuem
» / architecture to balance multiple «cptimiations fo diferant progrem phases or Affrent rtime envronment continuously determining minimal
Result } """"""""" | objectives such as performance, behavier representative sets afodelets and
power, compilation time, code optimizationsthat cover varying

« x T A < X A = radyally rel I ools plugins, benchmarks and datasets ) .
aAl S aOKSRdA AYy3 2y D tat cT%n'lng%o%o egr?a I?collaboratlve and reproducible R&D, and program behavior due to different

. . . datasets, ruAime program and
cTuning proof-of-concept framework has been released in 2009 at cTuning.org(se@a Qa @2 NI R @A R JNB a a NBf St adeW publication model.
(

, ; . . . . Y > L systembehavior, etc
owWorld's First Intelligent, Open Source Compiler Provides Automated Advice on Software Code Optimizat®n { AlY O S Fﬁ\P I;é %formation about cTuning.org, Collective Mind, ICI, UNIDAPT
it has been extended within multipiaternational collaborativeprojects and Google Summer of Code program. framework can be fouﬁd in, our publications’ At !

New version of cTuning aka Collective Mindrtmwdsourceauto-tuning will be released in 2013. http://cTuning.org/lab/education#publications

Contact and further information:
Grigori Fursingrigori.fursin@inria.fr ; http:// cTuning.org/lab/people/gfursin

Join!
lnvest!

http://cTuning.org(tools, benchmarks, datasets, webrvices, collaborative wiki)
http://groups.google.com/group/ctuningliscussiongpublic discussions)




