cTuning.org

novel collaborative methodology,

publication model, framework and
repository terowdsour@eitotun i

Acknowledgments

ExascalecO (;17/7

0l IWNIOl'R ARCHITECTURE

B NCAR Google

NATIONAL CENTER FOR ATMOSPHERIC RESEARCH I:: D d

..|II
3

Main challengesn computerengineering (2012020) cTuning long term vision:
Making computer engineering a scienea physicist's view

Take the best of existing sciences that deal with complex systems:

mathematics, chemistry, biology, etc

cTuningramework includes methodology, tools, and repository to
systematize, quantify, unify and automadechitecture and code design, optimization
and runtime adaptation based oempirical, analytical and statistic@chniques
combined withlearning, classification, predictive modeling and expert advice web services:

AExtensible and collaborative infrastructure and repository to record information flow within
computer systems

AContinuous data collection and sharing from multiple users

ACollection of unified benchmarks, codelets, mibenchmarks and datasets

| Major challenges: o ~ Consequences: | AContinuous exploration of multiple design and optimization dimensions

AToo many design and optimization choices AFlndl_ng the right §o|ut|on IS ext.remely challgngmg AP|U ins for online dateinina and machine learnina techniques to extrapolate existin
AMultiple user objectives vs. choices; benefit vs. costs and time consumingeveryone is lost in choices g _ o ~ 9 _ g _ P 9
AComplex relationship and interactions between ALL software and ASlow time to market, low ROI knowledge to build faster, more power efficient and reliable devices

hardware components. AUnderperforming systems wasting expensive energy | Apyblic webservices to suggest optimal program optimizations or architecture designs
AToo many tools with nomnified interfaces changing from version to AAttracting new students is difficult: AN blicat del t d : " its bv th it

version: technological chaos bad image of adhoc solutions and hacking ew publication model to reproduce experimental results by the community
AToo many papers with nereproducible resultstechnologicathaos ASlowing innovation in science and technology Major publications available dtttp:// cTuning.org/lab/education

Collective Mind Infrastructureand repository for online autetuning and learning Empirical analysis and auttuning using interactive complilers

Novel concept to convert rigid tools into powerful f Compiler with ICI \ N
Interactive toolsets usingght-weight eventbased

pluginframework. /~IC Plugins

<Dynamically linked
shared libraries>

Selecting pass sequences or
transformation params
Extracting program
structure, features, etc

Continuous Collective
Compilation Framework

-

Detect
optimization flags

We developed Interactive Compilation Interface (IC
02 &G2LISy dzL SEAAGAY 3T (
GCC, and to enabtmnsparentfor end-users { sce controller [ 1
empirical multiobjective autetuningon the fly , (Pass Managen
(explorationof large optimization spaces) and
extraction of progranfeaturesto enable predictive
modelling.
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Interactive
Compilation
Interface

Plugins for
emperical

Collective auto-tuning
Qpﬁmw (performance,

power, code

In 2010, ICIpjuginframework) wasadded to the
mainline GCC. We are developing a new version of
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any existing compiler or tool.

size, etc)
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, We implemented another noveloncept to statistically
Cimmmmensdins ) characterize programs and architectutbsoughreactions

and as a complex system gradually

St ens ezl i T to optimizations orevensemanticallynon equivalent code

[ < . \ modificationssimilar to physics.

“ o (removing or adding individual instructions , code segments,
threads, etc: for example to detect memory and cache

bottlenecks orcontentions)
Seehttp://cTuning.org/lab/education

cTuningtM is the first public framework to our knowledge that easily integrates various existing tools ajhd
techniques through plugins tcrowdsourcemulti-objective autetuning and learning.

Continuous online learning of a behavior of computer systems Building selftuning computer systems
at all levels using statistical analysis and predictive modeling (combining static and dynamic approaches with online learning)
. Task | | | Collecting data from multiple . . — We developed a novel approach to
N o o » Universal Learning ™. users in a unified wagllows to wa”“ and libraries statically enable dynamic
characteristics requirements ™ . | . . .
" rardwired )/ O osyeen |0 ~continuously applyand compare optimizations (UNIDAPT
arawire oroperties \ / /* state \ variousmachine Iearning i Extract Monitor run-.t|m§9 behavior or architectural / . . \ framework) by Combining a small
Computer , : : i TErEcn changes (in virtual, reconfigurable or Machine learning o :
SyStem information flow ObJeCt teChanuegO Correlate program | G heterogeneous environments) using timers techniques to find Set Of preoptlmlzed VerSIOnS Of a
. : . =, ing bet . . . .
coninousy i, oo wrapper and and architecture behaviour, static X or performance counters differont gloaland | COde with online learning plugins
—— classification and (experience) repository: and dynamic features, designs and ; — / L local run-time to quickly select the most
redictive model - . . : . . .. ,d d ) ) .
P on the fly Observe Opt|m|zat|0ns. i A.Ut?matlca”y built dfaCIsmn tree (/ C?:gze;:zatj:::e;r?g‘ approprlate VerSIOnS at runme
behavior, keep ; optimized for low run-time overhead representative adapting to a given
history, and ' /’/ / \ versions
expose and v .
explore choices [N WedL!Ste_ contmduc?usly upd'abtled orin - o o < / (heterogeneous) architecture or
unction .
moc_lels hpre I(;I |Ve|.m0 © E(aCCGISS| © ; hOF Version, Version, =~ Versiony - N varying program phase due to
(choices, through online wekservices) to aneten continuous empirical | mulltiple datasets, contentions, etc.
properties, qU|Ck|y Suggest better Representative set of versions for the following optimization cases to minimize N~ code tuning with
_ information flow CharaCte”StlgS’ o ] ] execution time, power consumption and code-size across all available datasets: multiple datasets.
e m— EXpOSG ObjGCl system state, data) OptlmlzatIOnS fOr a g'Ven user ) -opltimiza;ion;:fordifferer;\t datasets{h Information s CO”eC“Ve M|nd framework uses
| expose characteristics ] e optimizations/compilation for different architectures (heterogeneous or d by cTuni . . .
/ | P " s > program1 COdeIet1 dataset and recoFr)'.figurable procesgors with different ISA such as GPGPU,CELgL, etc or the \DFOCESSE v unlng/ maChIne|eal’nlng teChanuem
/ _/ architecture to balance multiple e ontimizations for ifferent orogamn phases or Aforent. runctime emiranrment continuously determining minimal
“““““““““ ' objectives such as performance behavior representative sets afodelets and
Result } ot as PR ’ P
power, compilation time, code . optimizationsthat cover varying
cx T A « X A radyally relgase I%ools plugins, benchmarks and datasets ) .
AAT ST aOKSRdzA Ayd 2y Dt 3PRIRY Ceagegiros puons .
y Yy at cTuring.orgo enable collaborative and reproducible R&D, and program beha\_/lor due to different
. . . . S . 2 ¢ &} x &ew publication model. datasets, rusime program and
cTuning proof-of-concept framework has been released in 2009 at cTuning.org(se@a Qa @2NI R A RS LINbaa Nt S| a systembehavior, etc
o e oo, S e oo oo, [/ © ¢ b3 Formaton boutcTuing or, Calletve Nind. (G, UNIDAPT
_ _ P _ _ Prol | _ J _ program. framework can be found in our publications at:
New version of cTuning aka Collective Mindrmwdsourceuto-tuning will be released in 2013. http://cTuning.org/lab/education#publications

Contact and further information:

T | | cTuning framework (M)
Grigori Fursingrigori.fursin@inria.fr ; http:// cTuning.org/lab/people/gfursin

will be released in 2013!

Join collaborative effort
or Invest!

nttp://cTuning.org- collaborative toolsbenchmarks, datasetaeb-services, wiki
Nttp://groups.google.com/group/ctuningliscussions public discussions
nttp://www.hipeac.net/add/res/87/389- HIPEAC 2012 thematic session on cTuning
nttp:// cTuning.org/lab/education new publication model for reproducible research




