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Main challenges in computer engineering (2012-2020) cTuning long term vision:
Which path to choose? Making computer engineering a science - a physicist's view
cTuning.org
_ , long-term systematization and Take the best of existing sciences that deal with complex systems:
Quick, non-reproducible hack? 88@ unification of design and . . . . .
Ad-hoc heuristic? optimization of computer systems computer science, physics, mathematics, chemistry, biology, etc

through crowdsourcing, machine
learning and run-time adaptation!
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Current state of computer engineering Collaborative Infrastructure and repository
i power consumption
processors  threads ___ ores
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Opfinecw'If?’;'fecﬁ; ;?:ﬁ.\fgﬁor?m@ e d':;':ge solutions cTuning framework includes methodology, tools, and repository to
w s Testam';%ﬂqm’f 1 ) systematize, quantify, unify and automate architecture and code design, optimization
CUDA  GecaBme + o= YEC 0w d ' d ' b d irical lytical and istical hni
occ. P s ey s stematiation and unffication and run-time adaptation based on empirical, analytical and statistical techniques
prﬁ%w%%rm;;%--zccgajg e6ReD 69‘;'2 A ;} ofcolle{c;ivedknc;wledge Q.»’ combined with learning, classification, predictive modeling and expert advice web services:
' : GdX__ ol | &7 ig data w
threa, ey Iikwid'ST-ia'dg.:' \ w2 B - . . . . . . . .
o o RO } eowd” X\ * Extensible and collaborative infrastructure and repository to record information flow within
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cache size scheduling . . . .
* Continuous data collection and sharing from multiple users

 Collection of unified benchmarks, codelets, micro-benchmarks and datasets

Major challenges: Result o - Consequences: | » Continuous exploration of multiple design and optimization dimensions
* Too many design and optimization choices * Finding the right solution is extremely challenging e Plugins f i dat o g hi | . techni N N Iat ot
+ Multiple user objectives vs. choices; benefit vs. costs and time consuming - everyone is lost in choices ugins 1or online data MiniNg and macnine iearning techniques to extrapolate existing
« Complex relationship and interactions between ALL software and * Slow time to market, low ROI knowledge to build faster, more power efficient and reliable devices
hardware components. * Underperforming systems wasting expensive energy * Public web-services to suggest optimal program optimizations or architecture designs
* Too many tools with non-unified interfaces changing from version to * Attracting new students is difficult: e N blicati del t d . tal Its bv th it
version: technological chaos bad image of ad-hoc solutions and hacking eW publication modadel to reproduce experimental results oy the community
* Too many papers with non-reproducible results: technological chaos » Slowing innovation in science and technology Major publications available at http://cTuning.org/lab/education
Collective Mind infrastructure and repository for online auto-tuning and learning Empirical analysis and auto-tuning using interactive compilers
.« . . High-level scriptin
4 Tuning community _. ) Novel concept to convert rigid tools into powerful / Compiler with ICI \ (python, php, Java, otc)
l" Academia, industry and any users share computational interactive toolsets using Iight—weight event-based
- resources and collective intelligence to characterize, . .
‘ explain and improve hehavior of computer systems 9 plugm framework. optimﬁz:?:; flags / IC Pluglns
(performance, power, size, cost, etc) <Dynamically linked

\ Real or simulated systems with different parameters Real or simulated systems with different parameters _/

shared libraries>
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~~~~~ We developed Interactive Compilation Interface (ICl)

Selecting pass sequences or
i t‘fi“;c?w;f’d t cTuning, Modular Collaborative Infrastructure and Repository (aka Collective Mind) to ”open up" existing compilers such as Open64 and [—]transmma“u" poeme
scientists, students, . - ' ee
engineers, end-users, /" Conferences, journals, " GCC, and to enable transparent for end-users ! .
service providers, C] . . . ;::gr:';?n!; CE:;:E: . D . ' workshops favor ) _’ . . . . p . : E‘CC C;";mllig 5tlr51ﬁ:3'::;mfi;$grsartc
system designers) —r cro-benchmarks and d reproducible research empirical multi-objective auto-tuning on the fly | Event ;} ’
Real applications, benchmarks, micro-benchmarks and data Extract codelets Generate codelets and collaborative | \ Interactive
data sets TN I EOT e and d?ta sets discovery, i (exploration of large optimization spaces) and Compilation
\ t tization, ! . .. Interface
E ; ) E ; ) g ; ) | haringand reuse of | extraction of program features to enable predictive / cCC N
{ Alchemist J { Codelet Extractor J v knowledge y . Continuous Collective
[ Tasks / Problems ] GCC, LLVM, ROSE, ... Codelet Finder, ... N _f -------- - m Od eI I | ng Compilation Framework
[ Coarse-grain analysis and optimization tools J [ Fine-grain analysis and optimization tools J N:::Ipiiﬁc;:::ﬁ::j? “ Plugins for
—— = cTuning CC, GCC, Lib’M: ICC, cpu-freq Ar’chemzf, PIN, ... for computer engineering: ln 201 0, /C/ (plugln framework) was added to the a?.lTopfl::;?\Ig
L 4 T . . Collective -
[ Expose characteristics ) [ Expose properties, characteristics, optimization choices, system state OpenME interface J malnllne GCC We are developlng a newversion Of the GCC Data Layer Ommw {l;erZ:T::;:,
| . . L p 0 J { Presd';f:::;;mal } p/ugln framework (//OpenME”) to be able to open up QCFG, CF, etc| Data size, etc)
' | Expose run-time state | | . Adaptive exploration strategies : : . 4 . / \
A : Observe coarse-grain P plorat ratee Observe fine-grain
oot - . : behavior Pareto frontier, min. variance, ... behavior - r‘_lai;ﬂ_ti_f; E}\EFIE;‘I.I'_I'D_F_ - any eXIStlng Compller or tOOI' /
et requirements J, prof,perf, likwid, freq, ... ;. 1 [ I, Lo perf, instrumentation, ... anomalies \
_________________ L‘“J“""':J.':FEJMM * Predict : . . .
Crowd helps \ / ptimisations | We implemented another novel concept to statistically
to explain (| /7 ¥ ) ¥ - Suggest system : y - \ . . .
unexpected h*[ Classification, predictive modeling J Classification, predictive modeling J\ configurations ) T?:;::::K;:f;::::,:::::xx | ) Cha ra Cterlze progra ms 4 nd d rChIteCtu res th rough reaCt|OnS
Consult collective behavior | // Suggest runtime ¢ analyzing and understanding its = wao [ to optimizations or even semantically-non equivalent code
knowledge _______‘___..,-*" adaptation scenarios . behavior o |
for optimal — ’ * Improve time to : — (R s modifications similar to physics
/ i = Dol iacit physics.
solution Collective Knowledge \-b { [ Validate ] [ Build ] [ Improve ] [ Share ] }/Big Data ! ﬂi;ﬁzzse RO | . " ~ / ' === . : : i ; :
\S 4 \ (removing or adding individual instructions , code segments,

threads, etc: for example to detect memory and cache
bottlenecks or contentions)

cTuning/cM is the first public framework to our knowledge that easily integrates various existing tools and
techniques through plugins to crowdsource multi-objective auto-tuning and learning.

See http://cTuning.org/lab/education

Continuous online learning of a behavior of computer systems Building self-tuning computer systems
at all levels using statistical analysis and predictive modeling (combining static and dynamic approaches with online learning)
[ Task } Collecting data from multiple We developed a novel approach to
,,,,,,,,,,,,,,, : - e Statically- iled adaptive binaries and librari : :
< expose o Universal Learning . users in a unified way allows to wam ane branes statically enable dynamic
d d \ characteristics ~ requirements t Module Contlnuously apply and Compare opt|m|zat|on5 (UNIDAPT
Har Wire :"/ expose \ / expose system \ . . . Monit i behavi hitect | o
computer | properties "\ [ st various machine learning -.: cl;xtract c::r:llac;rg t:.:n{irlln:ﬁtuiﬂ ar\z;:fri;xaglzc;ra < — B framework) by combining a small
Sysfem information flow Object teChniqueS tO COFFEIate program fe‘::tisrzz heterogeneous environments) using timers techniques to find Set Of pre_optimized Versions Of a
. _ i i i ’-, or performance counters mapping between . . . .
continously bl istory wrapper and and architecture behaviour, static X different global and code with online learning plugins
— cassfcationand (experience) repository: and dynamic features, designs and ; — / L local run-time to quickly select the most
predictive model .. . 5 . . . . contexts, datasetand . . .
on the fly observe optimizations. Automatically built decision tree (/ StEEsTEs ST appropriate versions at run-time
i behavior. kee : optimized for low run-time overhead , . .
’ RO = — ” — representative adapting to a given
S history, and . 'i versions
p ’ expose and ) v .
v coorccroce: [N We use continuously updated Origina o o L < / (heterogeneous) architecture or
unction .
models predictive models (accessible hot Version, P - IR p varying program phase due to
i I - i functi : - . .
---------- (choices through online web-services) to Jneron Continuousempirical | muy|tiple datasets, contentions, etc.
f ; cthZEteeriftS;;:s qu|ck|y su ggest better Representative set of versions for the following optimization cases to minimize N~ Co?e t|un.;:|ng with
Expose object information flow S o ] f . executiontime, power con.su..mptt:on and c?de size across all available datasets: multiple a'tas'ets. . -
€ Opt|m|zat|0ns or a given user » optimizations for different datasets Information is Collective Mind framework uses
| expose characteristics / ¢ optimizations/compilation for different architectures (heterogeneous or processed by cTuning . . .
/ | P il > program, COdeIet) dataset and reconfigurable processors with different ISA such as GPGPU, CELL, etc or the \ VY maChlne Iea ring teChnlqueS to
architecture tO balance mU|t|p|e sa.met ISJ!.\ with extfansions such as 3dnow, SSE, t.atc or virtual gnvironr.nents} ContinUOUSI determinin o . I
\/ e optimizations for different program phases or different run-time environment y g minima
Result } """""""" objectives such as performance, behavior representative sets of codelets and
power, compilation time, code . optimizations that cover varyin
size sch’eduling on GPGPU’s otc We gradually release all tools, plugins, benchmarks and datasets P behavior due t d'ffy gt
’ SR at cTuning.org to enable collaborative and reproducible R&D, and program behavior due to aifteren
d ' d
: : , ) : new publication model. atasets, run-time program an
cTuning, proof-of-concept framework has been released in 2009 at cTuning.org (see IBM’s world wide press release P system behavior, etc
“World's First Intelligent, Open Source Compiler Provides Automated Advice on Software Code Optimization”) . Since then, . : . . . ’
, g p. _ _ .p _ _ _ f P ) More information about cTuning.org, Collective Mind, ICI, UNIDAPT
it has been extended within multiple international collaborative projects and Google Summer of Code program. . L.
framework can be found in our publications at:
New version of cTuning aka Collective Mind to crowdsource auto-tuning will be released in 2013. http://cTuning.org/lab/education#publications

Contact and further information:

cTuning, framework (cM)
Grigori Fursin: grigori.fursin@inria.fr ; http://cTuning.org/lab/people/qgfursin

will be released in 2013!

Join collaborative effort
or invest!

http://cTuning.org - collaborative tools, benchmarks, datasets, web-services, wiki
http://groups.google.com/group/ctuning-discussions - public discussions

http://www.hipeac.net/add/res/87/389 - HIPEAC 2012 thematic session on cTuning
http://cTuning.org/lab/education - new publication model for reproducible research




