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Path towards Exascale computing (2012-2018) cTuning long term interdisciplinary vision

Which path to choose? Tuning.ora Take the best of existing sciences that deal with complex systems:

8 % long-term systematization and computer science, physics, mathematics, chemistry, biology, etc

Quick, non-reproducible hack?
Ad-hoc heuristic?

Quick publication?
End-user
task

Current state of computer engineering Collaborative Infrastructure and repository
i power consumption
processors  threads ___ ores

unification of design and
optimization of computer systems
through crowdsourcing, machine
learning and run-time adaptation!

— iﬁ%\? s oy |
) r == Fl g ;&:}f% Classiﬂcaﬂon! ) . . .
Bl pé;phagﬂg'%rﬁ%{e ?1?@*5 predictive Optiml cTuning framework includes methodology, tools, and repository to
GCCA.0.X yoconfiguration km'ﬁl e modeling SoHens : : : : . I .
fuwd. MV "2 XLC 1 ; systematize, quantify, unify and automate architecture and code design, optimization
Testarossa. 1CC L y size . . . . . . L. .
CUDA@GM_ME””Hgléfg;; and run-time adaptation based on empirical, analytical and statistical techniques
s o%r%wammﬁfz;& - { i"“jﬂj’;ﬂﬁ; e g ,\’ combined with learning, classification, predictive modeling and expert advice web services:
pr ank W pass : )
i ' 7 GCCAdx  miaee\iTERM| £ 7 (big data) " . . . . . . Ll
fﬁ"ﬁrﬁ- g%%@? ikwjd ST, ” N : R * Extensible and collaborative infrastructure and repository to record information flow within
e Zorithm-levelmsm e “crowd”

= J  executiontime glizbility AO-1 COmpUter SYStemS
scheduling * Continuous data collection and sharing from multiple users

 Collection of unified benchmarks, codelets, micro-benchmarks and datasets

Major challenges: Result Consequences: * Continuous exploration of multiple design and optimization dimensions
* Too many design and optimization choices * Finding the right solution is extremely challenging . Plugins for online data mining and machine learning techniques to extrapolate existing
. i jecti ices; ' and time consuming - everyone is lost in choices . . . . .
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‘Crowd’ cTuning, Modular Collaborative Infrastructure and Repository (aka Collective Mind) to ”open up" existing compilers such as Open64 and
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(removing or adding individual instructions , code segments,
threads, etc: for example to detect memory and cache
bottlenecks or contentions)

cM is the first framework to our knowledge that easily integrates various existing tools and techniques
through plugins to crowdsource multi-objective auto-tuning and learning.
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at all levels using statistical analysis and predictive modeling (combining static and dynamic approaches with online learning)
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cTuning, proof-of-concept framework has been released in 2009 at cTuning.org (see IBM’s world wide press release system behavior, etc
“World's First Intelligent, Open Source Compiler Provides Automated Advice on Software Code Optimization”) . Since then, . : . . . ’
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New version of cTuning aka Collective Mind to crowdsource auto-tuning will be released in 2013. http://cTuning.org/lab/education#publications

Contact and further information:

Grigori Fursin: grigori.fursin@inria.fr ; http://cTuning.org/lab/people/qgfursin

Join!
Invest!

http://cTuning.org (tools, benchmarks, datasets, web-services, collaborative wiki)
http://groups.google.com/group/ctuning-discussions (public discussions)




