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Co-design SW/HW 

to trade off speed, 

accuracy, energy, costs
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Raw info about 
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crowdsourced by volunteers
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for predictive analytics
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Aggregate 

unexpected 

behavior, bugs, 

mispredictions 

and minimal 

represenatitve set 

of objects 

(workloads)

ObjectY

ObjectX

…

Object2 (workload2)

New (unseen) or

cross-validated object 

(new workload) 
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Label2 (optimization2)

Label1 (optimization1)

Hybrid: decision 
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Crowd/autotune models (topology, parameters) 

and improve/add features to maximize accuracy , 

reduce complexity and minimize costs 

(model size, modeling time …)

Extract all features

Apply all top (or new) 

optimizations
Correct label (optimization)

Predicted label (optimization)

Misprediction: record 

object (workload), 

features and labels 

(optimization)

for further analysis 

by the community

Correct 

prediction –

congratulations!


